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Abstract—With the increasing focus on autonomous driving
research, road environments have evolved into new types of
multi-agent systems. Deep Reinforcement Learning (RL) has been
regarded as a potential solution for enabling successful decision-
making strategies in autonomous vehicles. However, conventional
RL-based approaches struggle to provide ride comfort, which
is important for practicality. This challenge arises from the
conventional reward design, which incurs a high reward value
at the fixed target (e.g., achieving target speed). The agent with
such a reward design is trained to quickly achieve this target
because the objective of RL is maximizing reward. It leads to the
driving strategy with rapid acceleration or deceleration, which
can reduce ride comfort. In this study, we aim to develop an
autonomous driving strategy related to ride comfort. To achieve
this, we employ a reward component based on jerk, which
is proportional to the differences in acceleration. This reward
component can encourage the agent to adopt a smooth driving
strategy by penalizing rapid acceleration or deceleration. The
simulation results demonstrate the proposed reward component
can effectively reduce the jerk regardless of the driving scenarios.

I. INTRODUCTION

Autonomous driving has been a remarkable improvement
as the emerging transportation system. This achievement has
evolved into a new type of multi-agent system, in which the
interaction between human vehicles and autonomous vehicles
is frequent. In this trend, autonomous vehicles are required to
provide a successful decision-making strategy while ensuring
high ride comfort.

Enhancing the decision-making performance of autonomous
vehicles has been widely studied [1], [2]. One potential
approach is deep RL because it can find optimal behavior
through interactions with the environment. Additionally, deep
RL effectively enhances the scalability of the autonomous
driving strategy by leveraging the generalization ability of deep
neural network [3]. From these perspectives, numerous studies
have attempted to make an RL-based autonomous driving
strategy in various traffic scenarios [4], [5].

Despite the achievement of the deep RL-based approach,
most conventional autonomous driving strategies face chal-
lenges in providing ride comfort. This hurdle stems from the
reward design of the conventional approach. Specifically, many
studies utilize high rewards when autonomous vehicles achieve
certain target speeds [6]–[8] or impose high penalties when
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encountering unsafe environments [9]–[11]. Since the primary
objective of RL is to maximize reward, autonomous vehicles
designed with such reward systems strive to reach their targets
as rapidly as possible. Conversely, these vehicles are trained
to frequently perform high acceleration or deceleration, which
can disrupt ride comfort.

Employing the reward term designed to minimize jerk value
can offer a simple yet effective solution for improving ride
comfort. This is because the jerk value is proportional to
the magnitude of acceleration differences, which is related
to ride comfort [12]. From this perspective, some studies
incorporate the jerk-related reward component during RL-
based training [13], [14]. However, such studies only take into
account the specific driving scenario rather than providing a
comprehensive analysis. The effectiveness of employing jerk
penalties should be evaluated across various driving scenarios
because ride comfort is always important regardless of the
road environment.

In this study, we aim to develop an RL-based autonomous
driving strategy to minimize jerk. To achieve this, we incorpo-
rate the reward component for jerk minimization. In addition,
we employ the considerably designed POMDP setting, which
can be utilized across various road scenarios. By leveraging
this POMDP setting, we provide a comprehensive analysis
of the proposed reward design in various autonomous driving
scenarios.

II. PROPOSED SOLUTION

The main objective of this work is to develop a jerk-
minimized autonomous driving strategy. In this section, we
provide a carefully designed POMDP model to achieve it. A
POMDP can be defined as a tuple < S,A, T ,R,O,Ω, γ >,
which includes states st ∈ S , actions at ∈ A, state transition
probabilities T (st+1|st, at), rewards R(st, at, st+1), observa-
tions ot ∈ O, observation probabilities Ω(ot|st+1), and a
discount factor γ ∈ [0, 1).

A. Driving Scenarios

In this subsection, we provide details related to the road
scenario. We take into account the following three driving
scenarios, in which unsuccessful decision-making of the agent
can lead to high-jerk value. The illustration of each driving
scenario is provided in Figure 1.

Highway: This scenario comprises numerous vehicles with
varying target speeds. This diversity necessitates the agent to
frequently accelerate or decelerate to adaptively maneuver its
driving route, potentially resulting in high jerks.

Cut-in: In this scenario, the agent has a higher target speed
than other vehicles on the road. Therefore, the agent should
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Figure 1. Illustrative examples of road driving scenario
(a) Highway, (b) Cut-in, (c) On-ramp merging

overtake to achieve its target speed. The overtaking action can
cause high jerks.

On-ramp merging: In this scenario, the agent passes
through the on-ramp lane, which merges with the main lanes
after a certain distance. The agent should adapt its speed to
determine the merging timing without experiencing high jerks
and avoiding collisions.

B. Road State Model
The road has M transition points and N vehicles. Let M =

{1, 2, . . . ,M} represent the set of transition points, and C =
CNAV ∪CAV represent the set of vehicles driving on the road.
There are N − 1 non-autonomous vehicles CNAV = {ci | i ̸=
N} and an autonomous vehicle CAV = {ci | i = N}.

In this situation, the state st ∈ S can be defined as follows.

st = [vt
T ,pT

t ,k
T
t ,d

T
t ]

T (1)

In (1), vt = [vt,1, · · · , vt,i, · · · , vt,N ]T and pt =
[pt,1, · · · , pt,i, · · · , pt,N ]T represent the absolute speed and
absolute position vectors, respectively. A lane number vector
of vehicles is represented by kt = [kt,1, · · · , kt,i, · · · , kt,N ]T .
Finally, dt = [dt,1, · · · , dt,i, · · · , dt,N ]T denotes the distance
to the nearest front transition point of each vehicle.

C. Partially Observable Markov Decision Process
In this study, the agent can observe across the H lane within

a front/rear distance V and make decisions based on these
partial observations. Specifically, the agent can only access
the driving information within its observable area, which is
represented as the green shaded region in Fig. 2 (a). Based on
this observable area, the observable vehicle set Ct,obs always
satisfies the following conditions.

Ct,obs =

{
|pt,i − pt,N | ≤ V

|kt,i − kt,N | ≤ H−1
2

The observable vehicle set Ct,obs can be defined as the set of
front vehicles Lt and the set of rear vehicles Ft as follows.

Ct,obs = Lt ∪ Ft,

where Lt =

H⋃
h=1

Lt,h, Ft =

H⋃
h=1

Ft,h (2)
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Figure 2. Illustrative examples of the observation space (a)
observable area of an autonomous vehicle, (b) traffic density
per lane and (c) lane existence

In (2), Lt,h ⊂ Lt and Ft,h ⊂ Ft denote the set of front and
rear vehicles within the observable area for each lane h. The
nearest vehicle to the autonomous vehicle per front and rear
lane at time t is defined as leader lt,h ∈ Lt,h, and follower
ft,h ∈ Ft,h.

Observation: At time t, the observation information of the
agent, denoted by ot ∈ O, is defined as follows.

ot = [vt,N ,∆vT
t ,∆pT

t ,ρ
T
t , ζ

T
t ]

T

Herein, vt,N denotes the absolute speed of the agent. ∆vt =
[∆vt,l1 , · · · , ∆vt,lh , · · · ,∆vt,lH , ∆vt,f1 , · · · , ∆vt,fh , · · ·
,∆vt,fH ]T and ∆pt = [∆pt,l1 , · · · , ∆pt,lh , · · · , ∆pt,lH
,∆pt,f1 , · · · ,∆pt,fh , · · · ,∆pt,fH ]T denote the relative speed
and relative distance of the agent to per lane leader and
follower. ρt = [ρt,1, · · · , ρt,h, · · · , ρt,H ]T denotes the density
of vehicles per lane in the agent’s front observable area,
defined as the percentage of vehicles occupying a lane h as
follows.

ρt,h =
Σ

|Lt,h|
i=1 (ei + δ0)

V
(3)

In (3), |Lt,h| denotes the number of vehicles observed in the
front h lane, ei denotes the length of the i-th vehicle in lane h,
and δ0 denotes the minimum safe distance between vehicles.
An illustration of lane density is shown in Fig. 2 (b). Lastly,
ζt = [ζt,1, · · · , ζt,h, · · · , ζt,H ]T denotes the lane existence in
the observable area in front of the agent. It is defined by the
front observable distance V and the remaining distance dt to
the transition point at time t. In particular, the existence of lane
ζt,h is determined by dt − V if the current lane merges after
dt, whereas if the lane splits after dt, ζt,h becomes −(dt−V ).
If there is no transition point within the observable distance
V , ζt,h becomes −V or V : V if the lane is connected, and
−V if the lane is not connected. The detailed illustration of
the lane existence observation is presented in Fig. 2 (c).

Action: At time t, the action of agent at ∈ A is defined as
follows.

at = {at,acc, at,lc},



where at,acc denotes acceleration control action, and at,lc
denotes lane change action. The acceleration control action
at,acc ∈ [amin, amax] is defined within the continuous range of
minimum acceleration amin and maximum acceleration amax.
The lane change action at,lc ∈ Alc = {−1, 0, 1} is defined as
a discrete value, where each value represents the direction of
lane change for the agent. Specifically, at,lc = −1 means a
lane change to the right, at,lc = 1 is a lane change to the left,
and at,lc = 0 is a maintaining the current lane.

Reward: The agent performs an action at in the current
state st, and receives a reward rt = R(st, at, st+1). The
reward function R(st, at, st+1) is defined as follows.

R(st, at, st+1) = Rt,jerk +Rt,driving +Rt,collision (4)

In (4), Rjerk represents a reward component associated with
a jerk, Rdriving evaluates how well the agent performs under
the general driving situation, and Rcollision is a component for
penalizing an accident. In the remainder of this subsection, we
provide details of each reward component.

1) Jerk Minimization: The jerk reward component Rt,jerk

is defined as follows.

Rt,jerk = −ηjerk

∣∣∣at,acc − at′,acc
∆t

∣∣∣, (5)

where −ηjerk represents the coefficient of this component,
and ∆t = t′ − t is the timestep interval. Through this com-
ponent, the agent incurs a higher penalty as the difference in
acceleration (i.e., |at,acc − at′,acc|) increases. This component
can mitigate high jerks during driving because the difference
in acceleration directly corresponds to the jerk.

2) General Driving Ability: Rt,driving is defined as a
linear combination of reward terms, where each reward term
evaluates the overall driving circumstance.

Rt,driving = Σ5
i=1ηiRt,i (6)

In (6), ηi is coefficients determining the importance of each
term. The first term, denoted as Rt,1, the agent learns to
approach the target speed v∗ while ensuring it does not exceed
the speed limit v̄.

Rt,1 =

{
vt+1,N

v∗ , vt+1,N ≤ v∗

v̄−vt+1,N

v̄−v∗ , vt+1,N > v∗

The agent receives the maximum reward when driving close
to the target speed v∗. Conversely, the agent incurs a penalty
if it exceeds the speed limit v̄.

The second term Rt,2 denotes the lane change penalty
which is defined as follows.

Rt,2 =

{
−1, |at,lc| = 1

0, |at,lc| = 0
(7)

This term gives a constant penalty for every lane change action
of the agent, thereby discouraging the meaninglessly frequent
lane changes.

Both Rt,3 and Rt,4 pertain to safe driving. Rt,3 encourage
the agent not to violate the safety distance to the same lane
leader δ∗

t+1,l̂
.

Rt,3 = min

[
0, 1−

(
δ∗
t+1,l̂

∆pt+1,l̂

)2]
(8)

Similarly, Rt,4 encourages the agent to avoid violating safety
distances to the same lane follower δ∗

t+1,f̂
when changing

lanes (i.e., |at,lc| = 1).

Rt,4 = |at,lc|min

[
0, 1−

(
δ∗
t+1,f̂

∆pt+1,f̂

)2]
, (9)

In (8), (9), each safety distance δ∗
t+1,l̂

, δ∗
t+1,f̂

is calculated by
the intelligent driver model [15].

The last term Rt,5, is intended to mitigate delayed merges
from the ramp lane to the main lane during the on-ramp merg-
ing scenario. This term is defined based on the observation
information, ζt, and is as follows.

Rt,5 =

{
ζt+1,ĥ, ζt+1,ĥ < 0

0, ζt+1,ĥ ≥ 0
(10)

In (10), ζt+1,ĥ denotes the existence of a lane within the
observable area in front of the agent, corresponding to the
lane it is driving in. When the road in front of the observable
area does not exist or disconnects (i.e., ζt+1,ĥ < 0), the agent
receives a higher penalty for driving closer to the transition
point of the ramp lane.

3) Collision Avoidance: Lastly, the agent is penalized, de-
noted Rt,collision, for driving action that results in a collision
which is defined as follows.

Rt,collision =

{
−ηcollision, Collision
0, Otherwise

(11)

It is noteworthy that ηcollision is the maximum value among
the other coefficients, indicating that the agent incurs the
highest penalty for a collision.

III. SIMULATION RESULTS

In this section, we analyze the driving strategies of au-
tonomous vehicles in various environments based on jerk.
First, we outline the simulation setup and then provide details
regarding the baselines and a performance metric. Finally, we
present a comparison of driving performance across different
scenarios.

A. Simulation Setup

In this study, the simulation setting is performed with the
FLOW framework, which is built upon the SUMO traffic
control simulator [16]. The observable distance is set to
V = 30m units, with H = 3 observable lanes. The target
speed of the agent is v∗ = 49.27km/h, while the road speed
limit is v̄ = 116km/h. Maximum and minimum accelerations
are defined as amax = 5.4m/s2 and amin = −5.4m/s2,
respectively. Regarding training settings, the agent undergoes
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Figure 3. Jerk ratio by on-ramp merging zone position

Table I: Average jerk ratio across the driving scenarios

Scenario w/ Rt,jerk w/o Rt,jerk

Highway 8.816± 0.178 14.175± 1.624

Cut-in 9.014± 0.224 10.973± 0.255

On-ramp merging 10.354± 0.413 11.567± 0.493

700 episodes, each comprising 3000ts, where 1ts corresponds
to 0.1second. To train the agent, we employ the Deep Deter-
ministic Policy Gradient (DDPG) algorithm [17].

B. Baselines and Comparison Metric

In this subsection, we provide the baseline and comparison
metric for experiments.

1) Baselines: To illustrate the impact of the proposed
jerk penalty, we specifically examine the difference when
employing the jerk component Rt,jerk, as outlined below.

• w/ Rt,jerk: It refers to the proposed autonomous driving
strategy, which is trained through all the reward compo-
nents in (4).

• w/o Rt,jerk: This strategy is trained using the reward
components in (6) and (11). It provides the baseline per-
formance when the jerk penalty in (5) is not considered
during training.

2) Metric: To evaluate the ride comfort of the autonomous
driving strategies, we measure the jerk ratio, which is defined
as follows.

Jerk ratio (%) =
Measured value of jerk
Maximum value of jerk

× 100 (12)

This metric measures the percentage of measured jerk value
compared to the maximum jerk value possible in the scenario
settings.

C. Driving Performance Comparison

In this subsection, we provide a driving performance com-
parison between w/ Rt,jerk and w/o Rt,jerk. First, we present
the jerk ratio defined in (12) across driving scenarios. Next, we
take a close look at driving characteristics during the episode.
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Figure 4. Speed by timestep during an episode in the
highway scenario

1) Jerk Ratio Comparison: Fig. 3 illustrates the jerk ratio
by road position in the on-ramp merging scenario. The solid
line and shaded area represent the average jerk ratio and
one standard deviation across the five random seeds. In this
scenario, the agent should determine its merging time in the
range between 10m and 30m. It is noteworthy that the agent
determines the merging time in this range. During this time,
the agent accelerates, decelerates, and changes a lane, causing
the jerk. This is why the jerk ratio of w/o Rt,jerk exhibits
the greatly increasing jerk ratio in the range between 10m
and 30m. Additionally, upon reaching the transition point after
failing to merge, a high jerk is caused by a sharp deceleration
to merge safely. Interestingly, w/ Rt,jerk exhibits a signifi-
cantly lower jerk value compared to w/o Rt,jerk on almost all
positions. Consequently, we confirmed that incorporating the
jerk reward component can reduce jerk during merge driving.

A numerical result of the jerk ratio across the entire road
scenarios is provided by Table I. From the table, the proposed
solution (w/ Rt,jerk) achieves the lowest jerk ratio regardless
of the driving scenarios. Specifically, the proposed solution
reduces the jerk ratio by an average of 37.81% in the highway
scenario, 17.85% in the cut-in scenario, and 10.49% in the on-
ramp merging scenario. This means that our proposed POMDP
model is effective in learning autonomous driving strategies
that minimize jerk across various dynamic driving scenarios.

2) Driving Characteristic Analysis: Figure 4 illustrates
the speed change according to the timestep in the highway
scenario. This result effectively exhibits distinct driving char-
acteristic differences between w/ Rt,jerk and w/o Rt,jerk.
Specifically, the proposed w/o Rt,jerk keeps stable driving
without a drastic change in velocity. However, w/o Rt,jerk

frequently displays rapid acceleration and deceleration. This
result confirms that the proposed solution can provide more
stable driving for autonomous vehicles. We conjecture that this
originates from employing the jerk penalty. This is because the
agent with a jerk penalty mitigates drastic velocity change by
incurring a high penalty.

IV. CONCLUSIONS
In this study, we proposed an autonomous driving strategy

to minimize jerk. For this purpose, we employed a jerk reward



component and a POMDP model that can be applied to
various road driving scenarios. Simulation results confirmed
that our proposed model achieves a lower jerk ratio in all
scenarios. The proposed model also exhibited stable driving
characteristics without rapid speed changes.
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